Options within each EV

Basic Shape

You can choose a different shape based on what kind of design you have.  Square shape can work fine for blocked design.  For event related or blocked design you can use a 3 column file.  This is a tab delimited text file with timing information for each of your EVs.  The first column is the event’s onset, the second, is the duration, and the third is the weighting.  Events shorter than .05 seconds don’t really work because that is the sampling of the high resolution temporal model that is generated by feat.  

In the three column file you want to make sure that separate EVs do not contain parts of each other.  If they do, the model will show EVs that are correlated and will make the model less efficient.

Convolution

Double Gamma HRF models two functions, one that models the positive function with a normal lag and one with a delayed lag that in inverted.  The second function attempts to model an undershoot.

Add Temporal Filtering
In prestats you probably have high pass temporal filtering option clicked so as to remove low frequency noise in the data.  Usually it’s a good idea to apply the same kind of temporal filtering to the model and the data, so click this option in most cases.

Add Temporal Derivative
Clicking this option shifts the waveform slightly by adding a fraction of the temporal derivative of the EVs original waveform.  Doing this will make another waveform show up in the design matrix next to the EVs waveform from which it was derived.  FSL says that adding this option can help the model fit (thus making results more statistically significant).  I’m not really sure this is necessary in most cases, and I clicked this option once by accident and it basically doubled my processing time.
Orthogonalizations

FSL’s page says that usually most well-designed models will have EVs that are already pretty close to orthogonal, but that sometimes this is not the case.  You can click the orthogonalization button and orthogonalize one EV with respect to another or several other EVs to maximize the design efficiency (e.g. make the EVs uncorrelated).  This will remove the portion of this EV that is correlated with the EV with which it is being orthogonalized?  I still don’t understand the bi-directional part of this.
F-Tests

If you want to investigate whether several contrasts are significantly different from zero, you can use an F Test.  The F Test is not very informative, however, because you will not be able to ascertain what is significantly different from zero.

Usually you probably wouldn’t want to do this.  In FSL’s bubble help the example they give deals with using the same EV input files but with different convolutions.  If you used an F-Test you wouldn’t have to use different weights as you would in the contrast, you would just input the main effects contrasts and use an F-Test. (I’m still not totally sure why this would be helpful)

Adding Behavioral Covariates

At the First Level

Create 2 EVS.  One for the group mean, one with covariate as the third column in the three column files.  In the model do a main effects contrast for both and orthogonalize wrt the original EV.

Planning Your Experiment so as to Maximize Model Efficiency

Baselines

All stimulations in your design must be entered as EVs.  You do not have to include them as contrasts of interest; however, you must include them in the model because FSL counts everything that is not modeled as baseline.  
Non-Random, Random, vs Pseudo-random Designs

You can test to see how changing randomization affects your design by creating mock 3 column files and looking at the resulting effects required and covariances.  

Non-Random, Random, vs Pseudo-random Designs,

This can also be done with ITI, and ISI to help you determine the best intervals.

Reference to obseq & O’Dhaniel’s info.

